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Introduction

ABSTRACT

Several studies indicate that both posterior superior temporal sulcus/middle temporal gyrus (pSTS/MTG)
and left inferior frontal gyrus (LIFG) are involved in integrating information from different modalities. Here
we investigated the respective roles of these two areas in integration of action and language information. We
exploited the fact that the semantic relationship between language and different forms of action (i.e. co-
speech gestures and pantomimes) is radically different. Speech and co-speech gestures are always produced
together, and gestures are not unambiguously understood without speech. On the contrary, pantomimes are
not necessarily produced together with speech and can be easily understood without speech. We presented
speech together with these two types of communicative hand actions in matching or mismatching
combinations to manipulate semantic integration load. Left and right pSTS/MTG were only involved in
semantic integration of speech and pantomimes. Left IFG on the other hand was involved in integration of
speech and co-speech gestures as well as of speech and pantomimes. Effective connectivity analyses showed
that depending upon the semantic relationship between language and action, LIFG modulates activation
levels in left pSTS.
This suggests that integration in pSTS/MTG involves the matching of two input streams for which there is a
relatively stable common object representation, whereas integration in LIFG is better characterized as the on-
line construction of a new and unified representation of the input streams. In conclusion, pSTS/MTG and LIFG
are differentially involved in multimodal integration, crucially depending upon the semantic relationship
between the input streams.

© 2009 Elsevier Inc. All rights reserved.

Here we assessed the respective functional roles of these areas in
multimodal integration by investigating responses to different

How information streams from different modalities are integrated
in the brain is a long-standing issue in (cognitive) neuroscience (e.g.
Stein et al., 2004). Several studies report posterior STS/MTG as an
important multimodal integration site (e.g. Calvert, 2001; Beauchamp
et al.,, 2004a; Beauchamp et al., 2004b; Callan et al., 2004; Calvert and
Thesen, 2004; van Atteveldt et al., 2004, 2007; Amedi et al., 2005;
Hein and Knight, 2008). Recently, however, LIFG has been proposed to
also play a role in multimodal integration when the congruency and
novelty of picture and sound was modulated (Hein et al., 2007;
Naumer et al., 2008), as well as in integration of information from co-
speech gestures into a speech context (Willems et al., 2007). Together
these studies suggest that the semantic relationship between multi-
modal input streams might be a relevant factor in the way different
areas are recruited during multimodal integration.
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language-action combinations. We exploited the fact that the
semantic relation between language and action information can be
rather different. Speech and co-speech gestures? naturally co-occur
during language production and both influence the understanding of a
speaker's message (e.g. McNeill, 1992, 2000; Goldin Meadow, 2003;
Kita and Ozyiirek, 2003; Ozyiirek et al., 2007). For example, a speaker
can move his hand laterally as he says: “The man passed by”. The tight
interrelatedness of speech and iconic co-speech gestures - ‘gestures’

2 Speakers use different types of gestures as they speak (McNeill 1992; Kendon
2004; McNeill 2005). Generally speaking these could be emblems, pointing gestures,
beats, or iconic gestures. In emblems the relations between the form and the meaning
is arbitrary and emblems can be understood even in the absence of speech (i.e., an OK,
‘thumbs up’ gesture). In points, the referent can be disambiguated by the indexical
relations between referent pointed at and the accompanying word (i.e., ‘this pencil’
pointing at pencil). Beats are repetitive hand movements that do not have a distinct
form or meaning but co-occur with discourse or intonation breaks in the speech signal.
Finally, in iconic gestures there is an iconic relation between the gesture form and the
entities and events depicted. In this paper we focus on iconic gestures and their
relation to the language. Thus we will be using the term co-speech gestures or simply
‘gestures’ to refer to iconic gestures for the purposes of this paper.
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from now on - is reflected in the fact that they are hard to interpret
when presented without speech (Feyereisen et al., 1988; Krauss et al.,
1991; Beattie and Shovelton, 2002). Note that this does not mean that
gestures are ‘meaningless’. On the contrary, previous research has
shown that gestures can influence understanding of a message (e.g.
McNeill et al., 1994; Beattie and Shovelton, 2002; Goldin Meadow,
2003) and that they are produced for the intended addressee
(Ozyiirek, 2002). However, gestures ‘need’ language to be understood,
since, when they are presented without language they are not
recognized unambiguously (Feyereisen et al., 1988; Krauss et al.,
1991; Beattie and Shovelton, 2002). This is not true for all hand
actions: pantomimes (i.e. enactions or demonstrations of an action
without using an object) are produced and meant to be understood
without accompanying speech (e.g. Goldin Meadow et al., 1996)°.
Thus there is a marked difference in semantic relationship between
language and gesture as compared to language and pantomimes.
Gestures ‘need’ language to be meaningfully interpreted, whereas
pantomimes can ‘stand on their own’ in conveying information.

The nature of neural multimodal integration may crucially depend
on this difference in semantic relationship between language and
action information. That is, integration of Speech-Pantomime combi-
nations can be achieved by matching the content of two information
streams onto one pre-existing representation (e.g. the verb ‘stir’ co-
occurring with a ‘stir’ pantomime). However, Speech-Gesture
combinations may require unifying the two streams of information
into a newly constructed representation (e.g. the phrase ‘The man
passed by’ co-occurring with a gesturing hand moving laterally; see
Hagoort 2005b; Hagoort et al., in press). Previous literature indeed
suggests that pSTS/MTG is more involved in integration when there is
a stable common representation for the input streams (Amedi et al.,
2005), whereas LIFG may be more involved in integration of novel
combinations (Hein et al., 2007; Naumer et al., 2008). Here we directly
assessed the functional roles of left and right pSTS/MTG and LIFG in
these two types of multimodal integration. Besides changes in
activation levels we investigated interactions between areas through
effective connectivity analysis.

Semantic integration of language and gesture

Several neuroimaging studies have investigated the integration of
semantic information conveyed through spoken language and
through gestures (see Willems and Hagoort, 2007 for review). Kircher
et al. (2009) observed increased activation in pSTS bilaterally, as well
as in LIFG to the bimodal presentation of speech and gesture as
compared to speech alone or gesture alone. Straube et al. (2009)
found that better memory for methaphoric Speech-Gesture combina-
tions was correlated with activation levels in LIFG and in middle
temporal gyrus. This was interpreted as indicating better semantic
integration of the two input streams, leading to higher post-test
memory performance. In a related study, the integration of so-called
‘beat’ gestures with language was investigated. Beat gestures are
supportive, rhythmic hand movements that support speech but have
no semantic relationship with the speech (McNeill, 1992). Hubbard et
al. found that speech combined with beats led to increased activation
levels in bilateral non-primary auditory cortex, as well as in left
superior temporal sulcus, as compared to speech combined with
nonsense hand movements (Hubbard et al., 2009). Holle et al. (2008)
presented short movie clips to participants in which an iconic gesture
could disambiguate an otherwise ambiguous homonym occurring
later in the sentence. The main result was that left pSTS was more

3 Note that even though pantomimic gestures can also be used accompanying
speech for demonstration purposes when speakers quote their own or others' actions
(Clark and Gerrig 1990), they do not have to be. In fact speakers usually interrupt
speaking for a while for pantomimic demonstrations, whereas iconic gestures are used
90% of the time during speaking (McNeill 1992).

strongly activated when gestures could disambiguate a homonym
produced later in the sentence, as compared to meaningless
‘grooming’ movements. Finally, in an earlier report we employed a
semantic mismatch paradigm to investigate semantic integration of
speech and co-speech iconic gestures (Willems et al., 2007). An
increase in activation level in LIFG was observed, both during semantic
integration of gestures as well as during semantic integration of
speech.

These studies show that LIFG and pSTS/MTG which are thought to
be implicated in multimodal integration, are also active during
integration of language and gestures. However, there is a marked
discrepancy between whether both LIFG and pSTS/MTG, or only one
of the two is found active during Speech-Gesture integration. It is
viable that these differences are due to differences in stimulus
materials, which ranged from relatively abstract beat gestures
(Hubbard et al., 2009), to metaphoric gestures (Straube et al., 2009;
Kircher et al., 2009), to iconic gestures (Willems et al., 2007; Holle et
al., 2008). In the present paper we want to get a better insight into the
respective roles of pSTS/MTG and LIFG during integration of language
and action information.

Present study

As stated above, our main goal was to see whether and how the
semantic relationship between input streams would change the
involvement of multimodal integration areas. Participants were
presented with unimodal gesture/pantomime videos and audio
content, as well as bimodal Speech-Gesture and Speech-Pantomime
combinations. In the bimodal conditions speech and action content
could either be in accordance or in discordance with each other. We
choose the congruency paradigm because it has been shown that
semantically discordant Speech-Gesture combinations successfully
increase semantic processing load (Willems et al., 2007; see also
Willems et al., 2008b). Moreover, studies that increase semantic
processing load without using semantically incongruent stimuli find
similar neural correlates than studies employing a mismatch paradigm
(see Hagoortetal.,2004; Rodd et al., 2005; Davis et al., 2007). That is, by
using this paradigm we assessed whether a multimodal area is involved
in integrating the two streams of information at the semantic level
(Beauchamp et al., 2004b; Hein et al., 2007; Hocking and Price, 2008).

A recent investigation suggests that comparing incongruent to
congruent multimodal combinations is a useful additional test for
multimodal integration next to comparing a bimodal response to the
combination of unimodal responses (Hocking and Price, 2008). That
is, Hocking and Price showed that pSTS/MTG exhibits a similar
response to integration of audio-visual stimulus pairs (e.g. the spoken
word ‘guitar’ presented after the picture of a guitar) as to audio-audio
(e.g. the spoken word ‘guitar’ presented after the sound of a guitar) or
visuo-visuo pairs (e.g. the written word ‘guitar’ presented after a
picture of a guitar). The authors argued that these data show that
pSTS/MTG is not so much involved in combining information from
different input channels, since it is equally activated when the input
format is the same (e.g. spoken word ‘guitar’ presented after sound of
a guitar). Rather, they propose that pSTS/MTG's function is that of
conceptual matching, irrespective of input modality (Hocking and
Price, 2008). They observed that pSTS was sensitive to a congruency
manipulation in the bimodal input. Hence, we presented our stimuli in
unimodal presentation formats, as well as in bimodal congruent and
in bimodal incongruent format.

Previous literature hints at the suggestion that pSTS/MTG is more
involved in integration when there is a stable common representation
for the input streams (Amedi et al., 2005) as compared to LIFG which
may be more involved in the on-line creation of a novel representation
(Hein et al., 2007; Naumer et al.,, 2008). Thus we expect to see
differential involvement of pSTS/MTG for Speech-Pantomime combi-
nations, in which the two input streams can be mapped onto a
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relatively stable representation in long-term memory. On the
contrary, LIFG may be sensitive to Speech-Gesture combinations
since in this case a novel representation needs to be established. If
these predictions are correct, we should only observe differences in
pSTS/MTG depending upon congruency in Speech-Pantomime
combinations, but not to congruency in Speech-Gesture combina-
tions. On the contrary, if LIFG is involved in on-line unification of
information when a novel representation has to be established, we
expect to see different activation levels in this area to congruency in
Speech-Gesture combinations. Moreover, given the well-known
modulatory function of frontal cortex (Miller, 2000; Gazzaley and
D'Esposito, 2007), it is conceivable that LIFG modulates other areas
during multimodal integration (such as pSTS/MTG). We tested this by
means of effective connectivity analysis (Friston et al., 1997).

Materials and methods
Participants

Twenty healthy right-handed (Oldfield, 1971) participants without
hearing complaints and with normal or corrected-to-normal vision
took part in the experiment. None of the participants had any known
neurological history. Data of four participants were not analyzed
because they did not perform significantly above chance level. Data
from the remaining 16 participants (11 female; mean age = 22.3 years,
range = 19.3-27.4 years) were entered into the analysis. The study
was approved by the local ethics committee and all participants gave
informed consent prior to the experiment in accordance with the
Declaration of Helsinki.

Materials

Stimuli consisted of Speech-Gesture segments or Speech-Panto-
mime combinations. These were presented either in matching (Gest-
Match, Pant-Match) or in mismatching (Gest-Mism, Pant-Mism)
combinations of gestures/pantomimes with speech. The label
‘Match’/‘Mism’ refers to the match of gesture/pantomime with
speech. In the unimodal runs (see below) the video or audio content
of all segments was presented. Below we first describe how stimuli
were selected and then turn to the experimental design.

Iconic gestures (i.e., gestures about actions and/or objects)
(McNeill, 1992) were taken from a natural retelling of cartoon movies
by a female native speaker of Dutch (Fig. 1A and Appendix A). For the

pantomimes we asked another female native speaker of Dutch to
pantomime common actions, i.e. to enact an action without using the
object normally associated with that action (Fig. 1B and Appendix B).
All videos were recorded in a sound-shielded room with a Sony TCR-
TRV950 PAL camera. The actor's head was kept out of view to
eliminate influences of lip or head movements. Short segments of
Speech-Gesture combinations were cut from the overall retelling
using Adobe Premier Pro software (version 7.0; www.adobe.com). All
gesture segments contained one or more gestures with iconic content,
such as referring to motion events or actions (see the Appendix A for a
literal transcription of the materials). The original audio content from
the natural retelling was taken for the gesture materials. The audio
content of the pantomimes (i.e. spoken verbs) was re-recorded after
recording of the video and were spoken by the same actor as in the
videos. All audio content was band-pass filtered from 80 to 10500 Hz
and equalized in sound level to 80 dB using ‘Praat’ software (version
4.3.16; www.praat.org). Finally, the speech files were edited into the
video files to create matching or mismatching Speech-Gesture or
Speech-Pantomime combinations.

Stimuli were selected on the basis of two pretests. In pretest 1,
naive raters (n =20, not participating in fMRI session) had to indicate
what they thought was being depicted in the gesture/pantomime
videos (presented without speech). In pretest 2, a group of different
raters (n=16, not participating in fMRI session) judged how well
speech and gesture or speech and pantomime combinations matched
on a 1-5 scale (results below). The final stimulus set used in the fMRI
session contained 12 matching Speech-Gesture combinations and 12
matching Speech-Pantomime combinations, as well as an equal
amount of Speech-Gesture and Speech-Pantomime mismatches.

The results from the two pretests for the final set of stimuli are
described below and are summarized in Table 1. The meaning of the 12
co-speech gestures was not easily recognizable without speech
(results pretest 1, mean percentage of raters (n=20) that indicated
the correct meaning to a gesture: 8.8%, standard deviation (s.d.) =
13.7%). On the other hand, the meaning of the 12 pantomimes was
highly recognizable without speech (pretest 1, mean percentage of
raters (n=20) that assigned the correct meaning to a pantomime:
88.4%, s.d. =14.7%). The results of pretest 2 showed that the original
combinations of gesture and speech were scored as matching whereas
the mismatching pairs were scored as mismatching (results pretest 2:
matching: mean =3.90, s.d. = 0.64; mismatching: mean =174, s.d. =
0.49, on a 1-5 scale). Similarly for pantomimes and speech, the
matching combinations were consistently recognized as matching,

Fig. 1. Examples of video content of the stimulus materials. (A)

) Six stills of one of the gestures. This gesture is taken from a segment in which the speaker describes a character writing

and drawing on a paper on a table. For exact speech see Appendix A. (B) Six stills of one the pantomimes (‘to write’). Materials were presented in color.
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Table 1
Characteristics of stimuli.

Stimulus type Pretest 1 Pretest 2

Mean (% participants) s.d. Mean (score) s.d.

Pantomimes 88.4 14.7
Gestures 8.8 13.7
Pant-Speech match 4.95 0.07
Pant-Speech mismatch 1.09 0.13
Gest-Speech match 3.90 0.64
Gest-Speech mismatch 1.74 0.49

Table shows the results of two pretests for the final set of stimuli. Pretest 1 involved
presenting pantomimes and gestures without speech and asking raters (different than
the participants who took part in the fMRI session) to indicate what they thought was
depicted in the actions. Displayed is the mean percentage of raters (n=20) that
indicated the meaning that matched the meaning of the pantomime or the meaning in
the original speech fragment (for gestures). In pretest 2, matching and mismatching
Speech-Pantomime and Speech-Gesture combinations were presented. A new group of
raters (n = 16, different than the participants who took part in the fMRI session) had to
indicate how well they thought audio and video fit together on a 1-5 point scale. The
final stimuli were selected to ensure that the meaning of the Pantomimes, but not of the
Gestures, was reliably recognizable when presented without speech (pretest 1) and that
Matching and Mismatching combinations would be perceived as such (pretest 2).

whereas the mismatching combinations were not (matching:
mean =4.95, s.d.=0.07; mismatching: mean=1.09, s.d.=0.13, on a
1-5 scale). Despite the differences in spread (see standard devia-
tions), scores for matching and mismatching Speech-Gesture combi-
nations were not different from matching and mismatching Speech-
Pantomime combinations (t(23) = — 1.01, p = 0.33). Nevertheless, we
took the difference in spread in these congruency scores into account
in the fMRI data analysis (see below).

Mean duration of the stimuli was 2028 ms (s.d.=506;
range = 1166-3481) for the Pantomimes and 2209 ms (s.d.=400;
range = 1366-3182) for the Gestures. Note that in the main analysis we
did not directly compare Pantomimes and Gestures given that these
stimulus sets were not matched on basic characteristics such as duration.

Experimental procedure

There were three experimental runs: audio with video (AV), audio
only (AUDIO), and video only (VIDEO). The unimodal runs were
included to test whether integration areas were also activated during
unimodal presentation of the stimuli.

In the AV run participants saw the Speech-Gesture and Speech-
Pantomime combinations, in matching and in mismatching versions.
The 12 matching and 12 mismatching combinations were repeated three
times each, leading to 36 trials per condition (Gest-Match, Gest-Mism,
Pant-Match, Pant-Mism). There were 4 matching and 4 mismatching
filler items (taken from the materials that were rejected based on the
pretests) for both Speech-Gesture and Speech-Pantomime combina-
tions. These were all repeated two times, leading to a total of 32 filler
trials (16 gesture, 16 pantomime). Filler items were included to ensure
participants were paying attention to the stimuli (see below).

In the AUDIO run participants heard the short utterances or verbs
from the gesture and pantomime recordings without visual content on
the screen. There were 12 pantomime and 12 gesture audio stimuli,
which were all repeated three times, leading to 36 trials for each
condition (Gest-Audio, Pant-Audio). In the VIDEO run participants
saw the gestures and pantomimes presented without speech. Again,
there were 12 gesture and 12 pantomime stimuli which were repeated
three times leading to 36 trials per condition (Gest-Video, Pant-
Video). In both the AUDIO and the VIDEO runs, eight filler stimuli were
presented, four gestures and four pantomimes. Fillers were repeated
two times, leading to a total of 16 filler trials (8 gesture, 8 pantomime).

Stimuli were presented using ‘Presentation’ software (version
10.2; www.nbs.com). The visual content was displayed from outside
of the scanner room onto a mirror above the participant's eyes,
mounted onto the head coil. The auditory content was presented

through sound reducing MR-compatible head phones. The sound level
was adjusted to the preference of each participant during a practice
run in which ten items, which were not used in the remainder of the
experiment, were presented while the scanner was switched on. All
participants indicated that they could hear the auditory stimuli well,
and none of the participants asked for the sound level to be increased
to more than its half-maximum.

After each filler item (22% of the trials), a screen was presented
with ‘yes’ and ‘no’ on either the left or the right side of the screen.
Participants had to indicate whether they had observed that specific
stimulus item before or not, by pressing a button with either the left or
the right index finger. Response side was balanced over filler trials
such that ‘yes’ was indicated with the left index finger in one half of
the filler trials and with the right index finger in the other half of the
filler trials. Participants had 2.5 s to respond and were instructed to
respond as accurately as possible. Feedback was given after each
response by appearance of the word ‘correct’, ‘incorrect’ or ‘too late’ on
the screen. This task was employed to ensure that participants would
be actively processing the stimuli.

Stimuli were presented in an event-related fashion, with an
average intertrial interval (ITI) of 3.5 s. Onset of the stimuli was
effectively jittered with respect to volume acquisition by varying the
ITI between 2.5 and 4.5 s in steps of 250 ms (Dale, 1999). The order of
conditions was pseudo-randomized with the constraint that a
condition never occurred three times in a row. Four stimulus lists
were created which were evenly distributed over participants. The
order of runs was varied across participants.

Image acquisition

Data acquisition was performed using a Siemens ‘Trio’ MR-scanner
with 3 T magnetic field strength. Whole-brain echo-planar images
(EPIs) were acquired using a bird-cage head coil with single pulse
excitation with ascending slice order (TR =2130 ms, TE =30 ms, flip
angle =80 degrees, 32 slices, slice thickness=3 mm, 0.5 mm gap
between slices, voxel size 3.5x3.5x3 mm). A high resolution T1
weighted scan was acquired for each subject after the functional runs
using an MPRAGE sequence (192 slices, TR=2300 ms; TE =3.93 ms;
slice thickness =1 mm); voxel size 1x1x1 mm).

Data analysis

Data were analyzed using SPM5 (http://www.filion.ucl.ac.uk/
spm/software/spm5/). Preprocessing involved discarding the first
four volumes, correction of slice acquisition time to time of acquisition
of the first slice, motion correction by means of rigid body registration
along 3 rotations and 3 translations, normalization to a standard MNI
EPI template including interpolation to 2 x 2 x 2 mm voxel sizes, high-
pass filtering (time constant of 128 s) and spatial smoothing with an
8 mm FWHM Gaussian kernel. Statistical analysis was performed in
the context of the General Linear Model (GLM) with regressors
‘Gestures’ and ‘Pantomimes’ in the AUDIO and VIDEO runs and
regressors ‘Gest-Match’, ‘Gest-Mism’, ‘Pant-Match’, ‘Pant-Mism’ in the
AV run. Additionally, responses (i.e. button presses), filler items and
the motion parameters from the motion correction algorithm were
included in the model. All regressors except for the motion parameters
were convolved with a canonical two-gamma hemodynamic response
function. Visualization of statistical maps was done using MRIcroN
software (http://www.sph.sc.edu/comd/rorden/mricron/).

As explained in the Introduction we had an a priori hypothesis that
LIFG and pSTS/MTG would be involved in integration of action and
language information. Therefore we created regions of interest (ROIs) in
these areas. For LIFG we took the mean of the maxima from inferior
frontal cortex from a recent extensive meta-analysis of neuroimaging
studies of semantic processing (Vigneau et al.,2006) (centre coordinate:
MNI [—42 19 14]). The ROIs in left and right pSTS/MTG were based upon
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a recent meta-analysis of multimodal integration studies (Hein and
Knight, 2008) (centre coordinate left: MNI [ —49 — 55 14]; right: MNI
[50 —4913]). Regions of interest were spheres with an 8 mm radius. The
activation levels of all voxels in a ROI were averaged for each subject
separately and differences between conditions were assessed by means
of dependent samples t-test with df=15.

We subsequently and additionally tested whether there was a
relationship between the degree of congruence between speech and
gesture or speech and pantomime and activation levels in these two
ROIs. The scores from pretest 2 (in which raters indicated how well they
thought action and speech were in accordance with each other, see
Table 1) show that all Speech-Pantomime combinations were judged
as clearly matching (mean on 1-5 point scale =4.95, s.d. =0.07) or
mismatching (mean=1.09, s.d.=0.13). However, in the Speech-
Gesture pairs there was considerably more spread in these scores,
both in the matching combinations (mean=3.90, s.d.=0.64) as well
as in the mismatching combinations (mean = 1.74, s.d.= 0.49). There-
fore we reasoned that by using a parametrically varying regressor
based upon these scores, we would be able to pick up effects of Speech-
Gesture congruence in a more sensitive way than by comparing all
mismatching Speech-Gesture combinations to all matching Speech-
Gesture combinations. For each stimulus item, the mean score (ranging
from 1 to 5) from the pretest was taken and a linearly varying
parametric regressor was constructed (Buchel et al., 1998). It should be
noted that these scores were obtained from a different group of
participants (raters) as that participated in the fMRI experiment and
that hence, the perceived congruence between Speech-Gesture/
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Speech-Pantomime combinations may be different in our fMRI
participants. Although this cannot be ruled out, it is not very likely
given that the raters were recruited from the same population as the
fMRI participants (i.e. Nijmegen undergraduates) and that the ratings
were taken from a reasonable amount of raters (n = 16).

A whole-brain analysis was performed by taking single subject
contrast maps to the group level with factor ‘subjects’ as a random
factor (random effects analysis). In two separate analyses areas were
determined that responded more strongly to bimodal as compared
to unimodal stimulus presentation. First we investigated which
areas were more strongly activated to bimodal presentation as
compared to each unimodal condition in isolation, and which
responded above baseline in the unimodal conditions. This was
implemented as a conjunction analysis (testing a logical AND,
Nichols et al., 2005) of the combined bimodal condition to audio-
alone and to video-alone (i.e. comparisons Pant-match + Pant-
mismatch>Pant-audio N Pant-match + Pant-mismatch>Pant-video;
and Gest-match + Gest-mismatch>Gest-audio N Gest-match + Gest-
mismatch>Gest-video). Each comparison was inclusively masked
with the conjunction of the unimodal conditions compared to zero
(i.e. Pant-video>0NPant-audio>0 and Gest-video>0nN Gest-
audio>0). Contrasts were balanced by weighting the unimodal
conditions twice as strongly as the bimodal conditions. Second we
investigated which areas responded more strongly to the combined
bimodal conditions as compared to the combined unimodal
conditions (Pant-match + Pant-mism>Pant-audio + Pant-video; and
Gest-match + Gest-mism> Gest-audio + Gest-video).

Table 2
Response characteristics of the a priori defined ROIs during uni- and bimodal presentation of the stimuli.
Region AUDIO>0 VIDEO>0
Pant D Gest D Pant D Gest P
t(15) t(15) t(15) t(15)
Left pSTS/MTG 3.71 0.001 3.67 0.001 1.84 0.043 214 0.025
Right pSTS/MTG 5.15 <0.001 3.90 <0.001 2.53 0.012 3.23 0.003
LIFG 3.03 0.004 3.85 <0.001 3.31 0.002 414 <0.001
AV>A AV>V
Pant D Gest D Pant D Gest p
t(15) t(15) t(15) t(15)
Left pSTS/MTG 3.28 0.005 333 0.004 431 <0.001 3.69 0.002
Right pSTS/MTG 419 <0.001 3.08 0.007 4.92 <0.001 3.95 0.001
LIFG 2.78 0.007 3.39 0.002 3.42 0.002 2.99 0.005
Mean (AV)>Mean (A +V)
Pant D Gest D
t(15) t(15)
Left pSTS/MTG 5.38 <0.001 4.70 <0.001
Right pSTS/MTG 4.99 <0.001 3.85 <0.001
LIFG 3.79 <0.001 3.72 0.001
Mean (AV)>Max (A, V)
Pant D Gest D
t(15) t(15)
Left pSTS/MTG 242 0.029 2.79 0.013
Right pSTS/MTG 2.95 0.010 3.42 0.004
LIFG 3.14 0.007 2.10 0.053
Match>0
Pant D Gest D
t(15) £(15)
Left pSTS/MTG 5.19 <0.001 5.10 <0.001
Right pSTS/MTG 10.33 <0.001 12.78 <0.001
LIFG 4.71 <0.001 5.07 0.001

All ROIs (left pSTS/MTG, right pSTS/MTG and LIFG) were activated above baseline during unimodal presentation of the stimuli (first panel). Bimodal presentation of the stimuli
led to higher activation levels than either audio only or video only presentation (second panel). Moreover, all ROIs are more strongly activated during bimodal presentation of
the stimuli as compared to the mean of the two unimodal presentations (third panel, ‘mean criterion’), as well as compared to the maximum of the unimodal conditions (fourth
panel, ‘max criterion’) (Beauchamp, 2005b). Finally, all bimodal match conditions activated the ROIs significantly stronger than baseline (lower panel). Bold typeface indicates

statistical significance at the p<0.05 level.
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Fig. 2. Results in a priori defined Regions of Interest. Mean parameter estimates of all
bimodal conditions in left pSTS/MTG (A), right pSTS/MTG (B) and LIFG (C), averaged
over all voxels in the ROL (A) In left pSTS/MTG there was a difference between
mismatching and matching Speech-Pantomime combinations (mismatch: dark blue,
match: light blue), but not between mismatching and matching Speech-Gesture
combinations (mismatch: red; match: orange). (B) A similar pattern of responses was
observed in right pSTS/MTG. (C) On the contrary, in LIFG, there was an influence of
congruence both in the Speech-Pantomime combinations as well as in the Speech-
Gesture combinations. Asterisks indicate significance at the p<0.05 level.

Whole-brain correction for multiple comparisons was applied by
combining a significance level of p=0.001, uncorrected at the voxel
level, with a cluster extent threshold using the theory of Gaussian
random fields (Friston et al., 1996). All clusters are reported at an
alpha level of p<0.05 corrected across the whole brain. Anatomical
localization was done with reference to the atlas by Duvernoy (1999).

Finally we investigated effective connectivity of LIFG and pSTS/
MTG onto other cortical areas by means of whole-brain Psycho-
Physiological Interactions (PPIs) (Friston et al., 1997; Friston, 2002).
A PPI reflects a change in the influence of one area onto other areas
depending upon the experimental context. We performed two PPI
analyses: one looking for effective connectivity of pSTS/MTG or LIFG
(a priori defined regions of interest defined above) with other areas,
modulated by Speech-Pantomime match/mismatch, and the other
one looking for modulations in connectivity between each of these
two areas and other areas during Speech-Gesture match/mismatch.
Time courses were deconvolved with a canonical hemodynamic
response function, as suggested by Gitelman et al. (2003). Again,
whole-brain family-wise error correction for multiple comparisons
was applied by combining a significance level of p=0.001,
uncorrected at the voxel level, with a cluster extent threshold
using the theory of Gaussian random fields (Friston et al., 1996). All
clusters are reported at an alpha level of p<0.05 corrected across
the whole brain.

Results
Behavioral results

Four participants did not score above chance level to the filler
items in at least one of the runs and were discarded from further
analysis. Performance of the remaining 16 participants was well above
chance level indicating that participants attended the stimuli (AUDIO:
mean percentage correct=_83.75, range =64.3-93.8, s.d.=9.26;
VIDEO: mean percentage correct= 7721, range =62.5-92.3, s.d.=
10.27; AV: mean percentage correct =75.42, range = 62.1-87.5, s.d. =
7.84).1In arepeated measures ANOVA, with factor Run (AV, A, V), there
was a marginally significant main effect of Run (F(1, 30)=3.63,
p=0.055). Planned comparisons showed that the AV run was
significantly more difficult than the AUDIO run (F(1,15)=15.47,
p=20.001), but not than the VIDEO run (F(1,15)<1). The AUDIO and
VIDEO run were not significantly different from each other, although
there was a trend for the VIDEO run to be more difficult (F(1,15) =
3.08, p=0.10).

We separately analyzed the behavioral results from the AV run
(mean percentage correct: Pant-Match: 79.7% (s.d. 13.9), Pant-Mism:
75.2 (s.d. 12.9), Gest-Match: 80.4% (s.d. 11.2), Gest-Mism: 65.8% (s.d.
15.7)). All these scores were above chance level (all p<0.001). A
repeated measures ANOVA with factors Congruency (Match, Mis-
match) and Stimulus type (Pant, Gest) revealed a main effect of
Congruency (F(1, 15)=12.29, Mse=0.012, p=10.003), but no main
effect of Stimulus type (F(1,15)=1.62, Mse=0.019, p=0.22), or a
Congruency x Stimulus type interaction (F(3,45)=2.35, Mse =0.017,
p=0.16), indicating that performance was not significantly different
for Pantomime or Gesture stimuli and that there was no interaction
effect between the congruency of the stimuli and whether they were
Speech-Pantomime combinations or Speech-Gesture combinations.

Region of interest analysis

Bimodal versus unimodal presentation

All ROIs were activated above baseline in all unimodal conditions.
Moreover, the bimodal conditions (collapsed over matching and
mismatching combinations) led to stronger activation as compared
to each unimodal condition in isolation, as well as to the mean, as
well as to the maximum of the unimodal conditions (Beauchamp,
2005b) (see Table 2). That is, all ROIs fulfilled the following criteria:
AV>(A+V)/2 (‘mean criterion’), and AV>max (A,V) (‘max criterion’),
and 0<V<AV>A>0.

Congruency effects

In the ROI in left pSTS/MTG, activation levels were significantly
higher in the Pant-Mism as compared to Pant-Match condition (t(15) =
2.76, p=0.007) (Fig. 2A, Table 3). No such effect was observed for
Speech-Gesture combinations (Gest-Mism vs. Gest-Match: t(15)=

Table 3
Results in a priori defined regions of interest comparing Pant-Mism versus Pant-Match
and Gest-Mism versus Gest-Match.

Region Pant-Mism vs. Gest-Mism vs.
Pant-Match Gest-Match
t(15) p t(15) p
Left pSTS/MTG 2.76 0.007 —117 ns.
Right pSTS/MTG 217 0.023 <1 ns.
LIFG 6.01 <0.001 1.75 0.050

Left as well as right pSTS/MTG were sensitive to congruence in Speech-Pantomime
combinations, but not in Speech-Gesture combinations. However, LIFG was sensitive to
congruence both in Speech-Pantomime combinations as well as in Speech-Gesture
combinations. Regions of interest were 8 mm spheres around centre voxels which were
taken from two meta-analyses (Vigneau et al., 2006; Hein and Knight 2008). MNI
coordinates were [—42 19 14] for LIFG, and [—49 — 55 14] and [50 — 49 13] for left and
right pSTS/MTG. Bold typeface indicates statistical significance at the p<0.05 level.
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—1.17, n.s.). A similar pattern was observed in right pSTS/MTG (Pant-
Mism vs. Pant-Match: t(15)=2.17, p=0.023; Gest-Mism vs. Gest-
Match: t(15) <1) (Fig. 2B, Table 3). However, in LIFG, activation levels
were higher both for Pant-Mism as compared to Pant-Match conditions
(t(15)=6.01, p<0.001) as well as for Gest-Mism as compared to Gest-
Match conditions (t(15) = 1.75, p = 0.050) (Fig. 2C, Table 3). Testing the
degree of congruence (based upon the results of pretest 2 in which
participants had to indicate how well Speech-Pantomime or Speech-
Gesture combinations matched), showed a similar pattern of results. In
LIFG there was an effect of degree of congruence both for Speech-
Gesture combinations (t(15)=2.39, p=0.015) as well as for Speech-
Pantomime combinations (t(15)=5.58, p<0.001) (Supplementary
Table S1). However in left and right pSTS/MTG there was only an
effect for the Speech-Pantomime combinations (left: t(15)=4.29,
p<0.001; right: t(15)=2.22, p=0.021) but not for Speech-Gesture
combinations (left: t(15)<1; right: t(15)<1) (Supplementary Table
S1). This confirms the previous ROI analysis and rules out the
possibility that the absence of an effect of Gest-Mism versus Gest-
Match in left pSTS/MTG is due to the larger spread of congruence
scores in the Speech-Gesture combinations.

In a separate analysis we compared the magnitude of the
congruency effect for Speech-Gesture and Speech-Pantomime com-
binations. That is, we compared (Pant-mism>Pant-match)>(Gest-
mism>Gest-match) in a two-sided t-test in each ROI separately. The
results show that in all ROIs the congruency effect in the Pant-Speech
combinations was larger as compared to the congruency effect in the
Speech-Gesture combinations (L pSTS/MTG: t(15) =2.93, p=10.010;
R pSTS/MTG: t(15) =6.55, p<0.001; LIFG: t(15)=2.17, p=0.047).
However, as is clear from Fig. 2 as well as from the results described
above, in LIFG this difference was relative: there was a congruency
effect both in the Speech-Pantomime as well as in the Speech-
Gesture combinations. This was crucially not the case in left and right
pSTS/MTG. In bilateral pSTS/MTG only a congruency effect for Pant-
mism>Pant-match was observed.

Although the error bars in Fig. 2 do not suggest so, it is possible that
we did not find a congruency effect for Speech-Gesture combinations
in pSTS/MTG because the variance in this region was different for
Speech-Gesture as compared to Speech-Pantomime combinations.
We tested for homogeneity of variances in all three ROIs, comparing
variance in the Speech-Gesture combinations to variance in the
Speech-Pantomime combinations using Levene's test (Levene, 1960).
No such differences in variances were observed (all F<1), suggesting
that the lack of a congruency effect in left and right pSTS/MTG to
Speech-Gesture combinations is not due to a different amount of
variance as compared to Speech-Pantomime combinations.

Whole-brain analysis

Bimodal versus unimodal presentation

We first investigated in which regions bimodal conditions elicited
stronger activations than in each unimodal condition in isolation. For
the Speech-Pantomime combinations increased activations were
observed in bilateral pSTS, LIFG, and in bilateral inferior occipital
sulcus (Fig. 3A and Table 4). For the Speech-Gesture combinations,
activations were observed in the same set of regions: bilateral pSTS
and in LIFG (Fig. 3B and Table 4).

Second, we looked at regions which showed a stronger activation
during bimodal as compared to the sum of the unimodal conditions
(Pant-match + Pant-mismatch>Pant-audio + Pant-video and Gest-
match + Gest-mism> Gest-audio + Gest-video). For Speech-Panto-
mime combinations this lead to a wide-spread network of areas
encompassing LIFG, bilateral superior temporal gyri, bilateral superior
temporal sulci, bilateral planum temporale, and extensive activations
in early visual areas including bilateral inferior and middle occipital
gyri as well as the thalamus bilaterally (Fig. 3C and Table 4). For the
Speech-Gesture combinations a highly similar pattern of activations

Fig. 3. Results from whole-brain analysis comparing bimodal to unimodal conditions.
The upper two panels (A and B) show areas more strongly activated to bimodal stimuli
as compared to audio-alone and as compared to video-alone. This was implemented as
a conjunction analysis (Nichols et al., 2005) comparing Pant-match + Pant-mismatch>
Pant-audio only N Pant-match + Pant-mism>Pant-video only (A) or Gest-match+
Gest-mism>Gest-audio only N Gest-match + Gest-mism>Gest-video only (B), which
was implicitly masked with a conjunction of both unimodal conditions>baseline.
Contrast weights were balanced such that the unimodal was weighted twice as strong
as each unimodal condition. The lower two panels (C and D) show results comparing
the combined bimodal conditions to the combined unimodal conditions, that is, Pant-
match + Pant-mism>Pant-audio + Pant-video (C) and Gest-match + Gest-mism>
Gest-audio + Gest-video (D). Results are displayed at p<0.05, corrected for multiple
comparisons.

was observed, including LIFG, bilateral superior temporal sulci/gyri,
bilateral planum temporale, bilateral inferior and middle occipital gyri
and the thalamus bilaterally (Fig. 3D and Table 4).

Congruency effects
Contrasting Pant-Mism with Pant-Match led to a network of areas

encompassing left and right pSTS/MTG, LIFG, left intraparietal sulcus,
bilateral insula and bilateral cingulate sulcus (Fig. 4 and Table 5). Note
that the clusters of activation in left and right pSTS/MTG overlapped
with the a priori defined ROIs in left and right pSTS/MTG.

There were no areas which survived the statistical threshold to the
Gest-Mism versus Gest-Match comparison. However, informal
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Table 4
Results of whole-brain analyses comparing bimodal versus unimodal conditions.

Contrast Region T(max) Coordinates (MNI)
0<Pant-video <Pant-bimodal>Pant-audio>0 L pSTS 4.62 —48 —54 8
R pSTS 5.04 62 —36 18
58 —52 10
L IFG 349 —40 10 26
0<Gest-video< Gest-bimodal >Gest-audio>0 L pSTS 4.16 —52 —56 6
R pSTS 492 58 —36 18
L IFG 426 —46 10 24
—46 22 24
R inf occipital sulcus 4.05 14 —92 -2
4 —-92 -2
L inf occipital sulcus 3.60 —24 —76 —10
Pant-bimodal>Pant-video + Pant-audio R superior temporal gyrus/sulcus 7.06 60 —32 12
50 —12 -2
L superior temporal gyrus 5.58 —48 —38 14
—52 —-12 —4
R planum temporale 6.79 —60 —38 17
L planum temporale 5.56 60 —32 16
LIFG 5.44 —46 12 26
Left middle occipital gyrus 7.11 —44 —82 4
Left inferior occipital gyrus 4.95 -8 —104 0
Right middle occipital gyrus 8.67 48 —68 4
Right inferior occipital gyrus 9.07 20 —96 —8
Left thalamus 6.16 —16 —-32 -2
Right thalamus 5.91 22 —28 —2
Gest-bimodal>Gest-video + Gest-audio R superior temporal gyrus/sulcus 11.60 60 —18 2
63 —-31 15
L superior temporal gyrus/sulcus 9.47 —66 —30 10
—54 —-32 1
R planum temporale 7.06 60 —32 12
L planum temporale 4.80 —58 —44 8
LIFG 4.60 —44 10 24
Left middle occipital gyrus 6.75 —44 —66 8
Left inferior occipital gyrus 743 —24 —96 8
Right middle occipital gyrus 8.90 50 —68 6
Right inferior occipital gyrus 8.15 22 —94 -8
Left thalamus 6.98 —18 —-30 —4
Right thalamus 6.11 20 —28 —2

The table shows a description of the comparison performed, a description of the region activated, the T-value of the maximally activated voxel and the corresponding MNI

coordinates. Results are correct for multiple comparisons at p<0.05.

inspection at a lower, uncorrected threshold (p<0.005 uncorrected)
showed increased activation in LIFG, but not in pSTS/MTG, in
agreement with the ROI analysis. Also no activation was observed in
pSTS/MTG at an even more liberal threshold of p<0.01 uncorrected.

Effective connectivity analysis
The PPI analysis with the time course of the a priori defined ROI in

LIFG showed that effective connectivity from this region is increased
in the Pant-Mism condition as compared to the Pant-Match condition

Fig. 4. Areas activated in whole-brain analysis to the Pant-Mism versus Pant-Match
contrast. Map is thresholded at p<0.05, corrected for multiple comparisons, and
overlaid on a rendered brain. This analysis generally confirms the ROI analysis with
increased activation in left IFG and bilateral pSTS/MTG. The other activation clusters did
not exhibit multimodal properties and are not discussed further (see main text). No
areas were activated to the Gest-Mism versus Gest-Match comparison. However, at a
lower statistical threshold (p<0.005 uncorrected), LIFG was also activated to the Gest-
Mism versus Gest-Match contrast. This was not the case for pSTS/MTG (also not at
p<0.01 uncorrected).

with left pSTS, bilateral lateral occipital sulci, left cuneus, right
calcarine sulcus and right inferior occipital sulcus (Fig. 5 and Table 6).
The area in left pSTS overlaps with the cluster in this area that was
found to be activated in the congruency contrast (Pant-mism>Pant-
match) reported above (see Supplementary Fig. S1). We performed
PPI analyses using the time course from this activation cluster in left
pSTS. No connections with left inferior frontal cortex were present
(also not at p<0.01 uncorrected), attesting to the unidirectionality of
the effect (that is, from LIFG to pSTS). Neither did the cluster in pSTS/
MTG that was activated in the whole-brain analysis show such an

Table 5
Results of whole-brain analysis comparing Pant-Mism versus Pant-Match and Gest-
Mism versus Gest-Match.

Region T(max) Coordinates (MNI)
X y z
Pant-Mism versus Pant-Match
L posterior STS/MTG 4.72 —56 —46 6
4.59 —56 —64 2
R posterior STS 5.94 62 —32 4
L inferior frontal gyrus/precentral sulcus 11.33 —40 10 22
L intraparietal sulcus 7.88 —34 —54 46
L insula 5.30 —42 24 —7)
R insula 4.55 40 24 4
L and R cingulate sulcus 10.27 —8 10 58
8 20 48

Gest-Mism vs. Gest-Match

Displayed are an anatomical description of the region, the T-value of the maximally
activated voxel in the region and the centre coordinates of the region in MNI space.
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Fig. 5. Results of effective connectivity analysis taking the a priori defined region of interest in LIFG as seed region. The statistical map shows areas that are more strongly modulated
by LIFG in the Pant-Mism condition as compared to the Pant-Match condition. This was the case for left pSTS, bilateral lateral occipital sulci, left cuneus, right inferior occipital sulcus
and right calcarine sulcus. Map is thresholded at p<0.05, corrected for multiple comparisons and overlaid on a rendered brain. The rendered image is somewhat misleading since it
displays activations at the surface of the cortex that are actually ‘hidden’ in sulci. Therefore, we also display the result on multiple coronal slices. In the latter view, localization of the
activation in left pSTS is more straightforward. The cluster in pSTS overlaps with activation in this region in the whole-brain Pant-Mism>Pant-Match contrast (see Supplementary
Fig. S1). No areas were found to be more strongly modulated by LIFG in the Gest-Mism as compared to Gest-Match condition (also not at p<0.01 uncorrected).

effect. Some of the other areas found activated in this analysis overlap
with, or are in the vicinity of, previously reported ‘Extrastriate Body
Area’ (Peelen et al.,, 2006). However, none of these latter areas showed
multimodal response characteristics and we do not discuss them
further. No areas showed effective connectivity with LIFG as a function
of the Gest-Mism condition as compared to the Gest-Match condition.
Neither were any areas found to be modulated at an uncorrected
statistical threshold of p<0.01. A direct statistical comparison between
effective connectivity from IFG in the Speech-Pantomime mismatch
versus Speech-Pantomime match contrast as compared to the
Speech-Gesture mismatch versus Speech-Gesture match contrast,
showed a similar result.

The PPI analysis with the time course from the a priori defined
ROIs in left and right pSTS/MTG, showed that connectivity from
right pSTS was increased in the Pant-Mism condition as compared
to Pant-Match condition in right inferior temporal sulcus and left
superior occipital gyrus (Fig. 6 and Table 7). No areas showed
effective connectivity with right pSTS/MTG as a function of Gest-
Mism versus Gest-Match or with left pSTS/MTG as a function of the
Gest-Mism versus Gest-Match or Pant-Mism versus Pant-Match.

Table 6
Results of effective connectivity analysis with time course from the a priori defined ROI
in LIFG as seed region.

Contrast Region T(max) Coordinates (MNI)
X y z

Pant-Mism vs. Pant-Match L posterior STS 3.73 —46 —42 14

L lateral occ. sulcus  8.63 —44 —-73 9

R lateral occ. sulcus ~ 3.84 42 —71 14

L cuneus 4.58 —8 —106 2

R inf. occ. sulcus 6.87 30 —-94 -—14

R calcarine sulcus 5.55 4 —66 20

Gest-Mism vs. Gest-match - - = - -]

An area in left pSTS overlapping with the area found in the main contrast in the whole-
brain analysis was found to be modulated by LIFG, depending upon whether the
condition was Pant-Mism versus Pant-Match (see Fig. S1 for a visualization of the
overlap). No areas were influenced by LIFG depending upon whether the condition was
Gest-Mism versus Gest-Match.

Informal inspection at uncorrected statistical thresholds (p<0.01
uncorrected) revealed that no effective connectivity was present
from either of the pSTS/MTG ROIs onto LIFG.

Results summary

In summary, in the ROI analysis we found that all a priori
defined regions of interest exhibited multimodal response char-
acteristics (Beauchamp, 2005b). The congruency analysis showed
that left and right pSTS/MTG were sensitive to congruence of
pantomimes and speech, but not of gestures and speech, whereas
LIFG was sensitive to congruence in both Speech-Pantomime and
Speech-Gesture combinations. Testing the parametrically varying
degree of congruence (as determined in a pretest) between Speech-
Pantomime and Speech-Gesture combinations confirmed that these

Fig. 6. Results of effective connectivity analysis taking the a priori defined regions of
interest in left or right pSTS/MTG as seed region. The left hemisphere ROl is in green, the
right hemisphere ROI is in violet. Map is thresholded at p<0.05, corrected for multiple
comparisons and overlaid on a rendered brain. No areas were modulated by left pSTS/
MTG in the Pant-Mism versus Pant-Match or Gest-Mism versus Gest-Match
comparisons (also not at p<0.01 uncorrected). Right inferior temporal and left superior
occipital gyrus were more strongly modulated by right pSTS/MTG in the Pant-Mism
condition as compared to the Pant-Match condition (areas indicated in blue). No areas
were found to be more strongly modulated by right pSTS/MTG in the Gest-Mism as
compared to Gest-Match condition (also not at p<0.01 uncorrected).
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Table 7
Results of effective connectivity analysis with time course from the a priori defined ROIs
in left and right pSTS/MTG as seed region.

Contrast Region T(max) Coordinates
(MNI)
X y z
Left pSTS/MTG
Pant-Mism vs. Pant-Match - - - - -
Gest-Mism vs. Gest-match - - - - -
Right pSTS/MTG
Pant-Mism vs. Pant-Match  Right inferior temporal gyrus 7.03 42 —68 4
Left superior occipital gyrus ~ 6.90 —26 —96

I

Gest-Mism vs. Gest-match - = - -

The table displays regions that were influenced by left or right pSTS/MTG, depending
upon whether the condition was Pant-Mism versus Pant-Match. No areas were
influenced by left or right pSTS/MTG depending upon whether the condition was Gest-
Mism versus Gest-Match.

areas were also sensitive to the degree of congruence. This rules out
the alternative explanation that we did not observe an effect of
Speech-Gesture combinations in left pSTS/MTG due to the greater
spread of congruence in these stimuli as compared to Speech-
Pantomime combinations. In the whole-brain analysis this pattern
of results was repeated. Finally, we found that LIFG has stronger
effective connectivity with pSTS during Pant-Mism condition as
compared to Pant-Match condition. Such an influence of IFG onto
pSTS was not observed for the Gest-Mism condition as compared to
the Gest-Match condition. Posterior STS/MTG showed stronger
connectivity with left middle occipital gyrus, left cuneus and right
superior frontal sulcus during Pant-Mism combinations as compared
to Pant-Match combinations.

Discussion

In this study we investigated the functional roles of posterior
superior temporal sulcus/middle temporal gyrus and left inferior
frontal gyrus during multimodal integration. Two types of action-
language combinations were investigated: speech combined with co-
speech gestures and speech combined with pantomimes. Spoken
language and co-speech gestures are strongly and intrinsically related
to each other, in the sense that they are produced together and that
gestures cannot be unambiguously recognized or understood when
they are presented without speech (e.g. Riseborough, 1981; Feyereisen
et al., 1988; Krauss et al., 1991; McNeill, 1992; Beattie and Shovelton,
2002; Goldin Meadow, 2003; Kita and Ozyiirek, 2003; Kendon, 2004).
This is not the case for pantomimes, which are often not produced
together with speech and are easily understood without speech
(Goldin Meadow et al., 1996). We found that areas involved in
multimodal integration are differentially influenced by this difference
in semantic relationship between the two input streams.

Specifically, we found that pSTS/MTG is only sensitive to
congruence of simultaneously presented speech and pantomimes,
but not to simultaneously presented speech and co-speech gestures.
On the contrary, LIFG was modulated by congruence of both Speech-
Gesture as well as Speech-Pantomime combinations. Below we
discuss what these findings reveal about the functional roles of
pSTS/MTG and LIFG in multimodal integration.

Posterior STS/MTG has been implicated in multimodal integration
in a multitude of studies, for instance in integration of phonemes and
lip movements (e.g. Calvert et al., 2000; Calvert, 2001; Callan et al.,
2003, 2004; Skipper et al., 2007b), phonemes and written letters (van
Atteveldt et al., 2004, 2007), objects and their related sounds
(Beauchamp et al., 2004b; Taylor et al., 2006) and pictures of animals
and their sounds (Hein et al., 2007; Hein and Knight, 2008). Here we
show that this area is also involved in integration of information from
meaningful actions (pantomimes) and verbs that describe the
pantomime.

Also IFG has been found to be involved in semantic multimodal
integration. For instance, this region is sensitive to semantic incon-
gruity of the simultaneously presented picture of an animal and the
sound of another animal (Hein et al., 2007) and to integration of non-
existing objects (‘fribbles’) with sounds (Hein et al., 2007; Naumer et
al., 2008). Moreover, in a large amount of language studies, LIFG has
been repeatedly found to be involved in semantic processing in a
sentence context (e.g. Friederici et al., 2003; Kuperberg et al., 2003;
Hagoort et al., 2004; Rodd et al., 2005; Ruschemeyer et al., 2005; Davis
etal, 2007; Hagoort et al., in press). This is also true when integrating
extra-linguistic information such as gestures or pictures in relation to
a previous sentence context (Hagoort and van Berkum 2007; Willems
and Hagoort 2007; Willems et al., 2007; Straube et al., 2009; Tesink et
al., in press; Willems et al., 2008a, 2008b).

What partially distinct roles do pSTS/MTG and LIFG play in
multimodal integration? Neuroimaging literature suggests that
pSTS/MTG plays its role in multimodal integration by mapping
the content of two input streams onto a common object representa-
tion in long-term memory (Beauchamp et al., 2004b; Amedi et al.,
2005; Beauchamp, 2005a). This explains why we find modulation of
pSTS/MTG for speech and pantomimes and not for speech and co-
speech gestures. The content of both the verbs and the pantomimes
can be mapped onto a relatively stable, common conceptual
representation of that action/word in memory. This is crucially
not the case for co-speech gestures. The dependency of gestures on
accompanying language necessitates that semantic integration
happens only at a higher level of semantic processing than for
input streams that can be mapped onto a representation lower in
the cortical hierarchy. That is, integrating gestures with speech
invokes the construction of a novel representation instead of
mapping input streams onto an already existing representation.
Our findings show that LIFG and not pSTS/MTG is involved in such
higher level integration.

Converging evidence for this comes from two recent studies. First,
it was found that IFG (but not pSTS/MTG) was involved in integration
of novel associations of non-existing objects and sounds (Hein et al.,
2007). On the contrary, both LIFG and pSTS/MTG were involved in
integration of animal pictures and their sounds (Hein et al., 2007).
Second, Naumer et al. found an interesting shift in the activation
pattern related to training of bimodal object presentations. They
scanned participants who observed non-existing objects (‘fribbles’)
paired with artificial sounds, before and after training of sound-object
pairings. Interestingly, in the pre-training data, bilateral IFG, but not
pSTS/MTG, was found to be involved in multimodal integration. After
training, both IFG as well as pSTS were found activated to bimodal
presentation of the stimuli (as compared to the maximum of
unimodal presentation). This is nicely in agreement with the
suggestion from the present data that pSTS/MTG is involved in
integration of bimodal stimuli for which a relatively stable pairing
exists, but not when integration involves the creation of a novel
pairing between the bimodal input streams.

Our effective connectivity results further illuminate the interplay
between LIFG and pSTS/MTG during multimodal integration. That is,
in reaction to a mismatching Speech-Pantomime combination, LIFG
modulates activation levels in areas lower in the cortical hierarchy,
most notably pSTS and an area in the vicinity of previously reported
Extrastriate Body Area (EBA) (Peelen et al., 2006). This modulatory
function of IFG has been suggested before (Skipper et al., 2007a; see
Gazzaley and D'Esposito 2007 for overview) and is in line with the
proposed function of this area in regulatory functions such as
semantic selection/control/unification (Thompson-Schill et al.,
1997; Badre et al., 2005; Hagoort 2005b,a; Thompson-Schill et al.,
2005). In this scenario, LIFG and pSTS work together to integrate
multimodal information, with a modulatory role of LIFG and a more
integrative role for pSTS (in the sense of mapping the input streams
onto a relatively stable common representation). This fits with the
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finding that during multimodal integration, pSTS/MTG precedes
activation in LIFG in time (Fuhrmann Alpert et al., 2008). Our findings
show that LIFG can subsequently modulate pSTS. On the contrary,
when integration does not involve pSTS, as was the case in the
Speech-Gesture combinations, there is no such modulatory signal
from LIFG to pSTS.

It might be misleading to draw a sharp distinction between
modulation on the one hand and integration on the other hand.
Hagoort (2005b,a) has characterized IFG's function as unification,
which crucially implies both modulation of areas lower in the cortical
hierarchy as well as integration of information. For instance, during
sentence comprehension this area can maintain activation of con-
ceptual representations for the sake of unification, as well as integrate
incoming information into a wider, previous sentence or discourse
context (see Hagoort 2005a; Hagoort et al., in press for discussion). Our
present findings seem to be in line with such an account, in the sense
that LIFG exhibits both modulatory as well as integrative functions,
crucially depending upon the semantic relationship between the input
streams. It is important to stress that the integrative function of LIFG
involves constructing a novel representation, based upon the two input
streams. As such, and as we argued above, integration processes in
pPSTS/MTG and LIFG are of a different nature.

An interesting difference between this and some other multimodal
studies is that in our study, in pSTS/MTG, activation levels increased in
response to mismatching stimulus combinations (see also Hein et al.,
2007; Hocking and Price, 2008). In contrast, some multimodal
integration studies report activation increases to matching stimulus
combinations (Beauchamp et al., 2004b; van Atteveldt et al., 2004).
Our pattern of results is in the opposite direction, but is commonly
reported in studies that modulate the semantic integration load of a
word into a preceding sentence context (e.g. Bookheimer, 2002;
Friederici et al., 2003; Kuperberg et al., 2003; Hagoort et al., 2004;
Rodd et al., 2005; Ruschemeyer et al., 2005; Davis et al., 2007; Willems
et al.,, 2007, 2008b). An intriguing but speculative explanation is that
the presence of language stimuli at and beyond the word level creates
this difference. Future research should investigate this in a more
systematic way.

A possible criticism to our study could be the use of a mismatch
paradigm. The mismatch paradigm is widely used in the neurocogni-
tion of language and has been shown to successfully increase
integration load of an item into a previous context (see Kutas and
Van Petten, 1994; Brown et al., 2000 for review). Importantly, ERP
studies show that the N400 effect is elicited by semantic anomalies as
well as by more subtle semantic manipulations that do not invoke an
anomaly (Kutas and Hillyard, 1984; Hagoort and Brown, 1994).
Similarly, there are fMRI studies which find that similar neural
networks show increased activation levels in paradigms which
manipulate semantic integration load without using a mismatch
paradigm (Rodd et al., 2005; Davis et al., 2007). In short, semantic
anomalies are the end point of a continuum that embodies increased
semantic processing load. Also studies of multimodal integration have
successfully employed a mismatch paradigm (Beauchamp et al.,
2004b; Hein et al., 2007; van Atteveldt et al., 2007; Fuhrmann Alpert
et al., 2008; Hocking and Price, 2008). Moreover, all ROIs in our study
were also activated above baseline during presentation of the
matching Speech-Gesture and Speech-Pantomime combinations
(Fig. 2; Table 2).

When we compared bimodal versus the combination of unim-
odal conditions (bimodal>unimodal-audio + unimodal-video) we
also observed activation increases in (primary) auditory and visual
cortices. A similar finding of auditory cortex was observed
comparing speech combined with beat gestures to unimodal
presentation of speech and beat gestures (Hubbard et al.,, 2009),
as well as when comparing sound-picture pairings to unimodal
presentations (Hein et al., 2007). Such effect was observed in visual
cortices by Belardinelli et al. (2004) in response to a similar

comparison. In contrast, van Atteveldt et al. (2004) observed
congruency effects in auditory cortex, which was not replicated
here. So it seems that bimodal presentation of stimuli leads to
stronger activations in primary and non-primary auditory and visual
cortex as compared to the combination of unimodal presentations.
However, these areas are not sensitive to the semantic congruency
in both processing streams. Hence, we refrain from implicating
them in semantic integration.

In summary, we have shown that areas known to be involved in
multimodal integration are also involved in integration of language
and action information. Importantly, the relationship between
language and action information crucially changes the areas involved
in integration of the two information types.

Acknowledgments

Supported by a grant from the Netherlands Organization for
Scientific Research (NWO), 051.02.040 and by the European Union
Joint-Action Science and Technology Project (IST-FP6-003747). We
thank Cathelijne Tesink and Nina Davids for help in creation of the
stimuli and Caroline Ott for help at various stages of the project. Paul
Gaalman is acknowledged for his expert assistance during the
scanning sessions.

Appendix A

Transcription of speech segments and descriptions of pantomimes
and gestures. Speech segments indicate the verbs (used in the
Speech-Pantomime combinations) and the speech phrases (used in
the Speech-Gesture combinations) that were used in the experiment.
Under each Dutch speech description there is a translation in English.
The brackets in Speech-Gesture pairs indicate where the stroke (the
meaningful unit of the movement) (McNeill, 1992) of each gesture
occurred in relation to the speech. Co-speech gestures were
segmented and described according to conventions in McNeill
(1992) as well as in Kita et al. (1998). In pantomime descriptions
we also took McNeill's (1992) co-speech gesture description conven-
tions as a guide.

Speech-Pantomime pairs

Speech (originals in Dutch (italics) Pantomime description
with English translations)

Typen Selected fingers on both hands move up and

To type down in a typing manner, palms facing down

Schudden C hand shape, palm facing sideways, move up and

To shake down

Schrijven Index finger grasping thumb tip (‘money’

To write handshape), palm facing down moves laterally in
small arcs

Scheuren Both hands in ‘money’ handshape facing down

To tear move away from each other on sagittal axis

Roeren ‘Money’ handshape pointing down moves in

To stir circles

Kloppen Fist hand moves back and forth away from the

To knock body

iets opendraaien Right hand claw shaped, palm facing down,

To unscrew moves sideways repetitively over the left hand,

while C shaped left hand palm facing sideways
rests in place below the right hand

iets intoetsen Left B hand facing towards body remains in place

To type in and right index finger taps on the left hand

iets inschenken Fist hand facing sideways moves up and then

To pour down in an arc motion

Grijpen One hand moves laterally from C handshape palm
To grasp facing to the side to a closed fist

Gewichtheffen Fist hand facing body moves up and down from
To lift weight the elbow

Breken Fist hands make a break motion from middle to
To break the sides and down
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Speech-Gesture pairs

Speech (originals in Dutch with
English translations)

Gesture descriptions

en dan [komt 'ie aanlopen]
And then he walks in

dan [loopt 'ie snel weg]

Then he quickly walks away
en [valt 'ie weer terug naar B shaped flat hand pointing away from body
beneden] moves down vertically

And ... he falls down again
hij zwaait [tegen de muur aan]
He swings into the wall

eh die komt eh [binnenlopen]
Uh he uh comes and walks in

C shaped hand, palm oriented down moves
laterally
Inverted V handshape moves laterally

B shaped flat hand moves horizontally making a
downward arc

Both hands with index finger extended move
forward away form body depicting walking
manner

[is hij eh heel druk aan het schrijven Both hands in fist handshape, palms facing down
en aan het rekenen] move back and forth

He is uh very busy writing and

calculating

[dan gaan ze elkaar achterna zitten] Index finger pointing down makes a couple of
Then they go and chase each other circles

[loopt onder aan de regenpijp op en Inverted V handshape moves laterally to the sides
neer] back and forth

Walks from one side to the other
[en die gaat naar beneden]

And he goes down

en die rolt er[zo naar binnen]|
And he rolls in

en de [ene die], [smijt 'ie weg],
And the one he throws away

Index finger moves vertically pointing down

Index and middle fingers extended move straight
sagitally away from body

a. Index and middle fingers extended point to a
location in front of the speaker

b. B shaped flat hand moves horizontally in a
sweeping manner

hij staat er vrolijk [aan te draaien] Fist shaped hand turns around a couple of times
He is happily turning it

Appendix B. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.neuroimage.2009.05.066.
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